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Abstract

The first three papers on Geometry of Interaction [9, 10, 11] did
establish the universality of the feedback equation as an explanation of
logic ; this equation corresponds to the fundamental operation of logic,
namely cut-elimination, i.e., logical consequence ; this is also the oldest
approach to logic, syllogistics ! But the equation was essentially studied
for those Hilbert space operators coming from actual logical proofs.

In this paper, we take the opposite viewpoint, on the arguable basis
that operator algebra is more primitive than logic : we study the general
feedback equation of Geometry of Interaction, h(x®y) = 2’®o(y), where
h,o are hermitian, |[h|| < 1, and o is a partial symmetry, 0% = 0. We
show that the normal form which yields the solution o[h](z) = 2 in
the invertible case can be extended in a unique way to the general case,
by various techniques, basically order-continuity and associativity.

From this we expect a definite break with essentialism a la Tarski :
an interpretation of logic which does not presuppose logic !

1 Introduction
We are essentially concerned with the technical contents of this precise paper

in the series. For the general significance of Geometry of Interaction, see
appendix A.
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1.1 Non-commutativity in Logic

First of all, we are not using “non-commutative” in the sense of the non-
commutative logic of Ruet and Abrusci [1], but rather in the sense of the
non-commutative geometry of Connes [4]. The basic idea is to overcome the
limitations of set theory' so as to give a sort of “quantum” interpretation of
logic?. Set theory explains everything with atoms, a very useful reduction,
even if criticised by various mathematicians. Category theory would rather
focus on morphisms, but this approach does not quite expel the atoms, the
points : it rather pretends not to see them. The non-commutative approach is
more radical : the set-theoretic atoms appear as eigenvectors, they are related
to interaction, observation. As far as the observer remains the same, “his”
eigenvectors are used, and everything looks commutative, “set-theoretic” ;
technically speaking, we deal with diagonal matrices, i.e., stay in a commutative
operator algebra. Non-commutativity is nothing but the relativisation of the
subject, i.e., the oblivion of the distinguished “basis”, or commutative algebra,
associated with the observer.

We are concerned with the foundational part of logic, proof-theory. What
follows is a short dictionary of the “non-commutative” analogues of familiar
logical artifacts.

Proofs, Functions, Programs : Hermitians of norm at most 1. These her-
mitians need not be positive : the most basic identity axiom A+ A is in-
terpreted by the flip —a.k.a. extension cord— of H&H : h(xDy) := ydu.

Deduction, Composition : Our hermitians usually come together with a
feedback o which is a partial symmetry, i.e., a hermitian of spectrum
within {—1,0,+1}. The feedback corresponds to a logical deduction, in
which the same formula occurs twice, both as a result (lemma) and as
a hypothesis for the theorem : the feedback swaps the two copies. The
basic artifact, corresponding to a proof with cuts, to a program before
execution, is therefore a cut-system (H, h,o).

Execution : There is a dynamics, in the sense of a performance. Performing
the cut, executing a program, amounts at actually “plugging” the feed-
back o with h, i.e., at solving the feedback equation : h(z®y) = 2’ ®o(y) :
x is the input, 2’ is the output and y is the computation.

LAnd category theory as well.
20f course this is radically different from the project of the unfortunate quantum “logic”,
who tried to “tame” the quantum world.
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1.2 Solving the Feedback Equation

Section 4 is devoted to the most down-to-earth case, namely when the equation
has always a solution, the terminating case. This solution is then shown to
be unique as to x’, y being unique up to a deadlock, i.e., something which
is completely inaccessible, does not interfere with the system, and therefore
can be ignored. A notion of “computational size”, basically the norm of the
operator yielding x @ y as a function of x is introduced, and is shown to enjoy
a remarkable associativity inequality.

The most important (and natural) terminating case is invertibility (of I —
ch), in which case the feedback equation can be solved by inversion. The
typical invertible cases arise from logic : if h interprets a logical proof, ch is
nilpotent, see [9], and the inverse is given by a finite power series. Logical rules®
can be read as gimmicks enabling one to reduce complex feedback equations to
simpler ones, basically by iterated substitutions, this is why the power series
is finite.

Most of the paper is devoted to the study of the extension of the normal
form o[h](x) = 2’ obtained in the invertible case to general systems.

1.3 Continuity

As usual, the first intuition is continuity. However, since the invertible case
makes use of inversion, we cannot expect any reasonable topological continuity.
Here there is a conflict between the mathematical tradition and some (recent)
logical tradition : in the late sixties, following previous work by Kleene, Kre-
isel, Gandy... Dana Scott introduced his non-Hausdorff domains, which are
indeed ordered structures. The question whether or not this is topology is
controversial, but an essential role is played anyway by a partial ordering of
objects. The same phenomenon is observed here : there is a partial order (the
usual pointwise ordering of hermitians) and the first important phenomenon
is that :

The normal form is monotonous (increasing).

The suggestion coming from Scott domains is to try order-continuity, i.e.,
commutation to directed sups and infs. Encouraging point : the normal form
is order-continuous in the invertible case. This is why we introduce semi-
invertibility : lower-semi-invertibles (l.s.i.) are lL.u.b. of invertible systems,
upper-semi-invertibles (u.s.i.) are g.l.b. of invertibles, and the miracle is that
invertibility is the same as the two semi-invertibilities. We can extend by
means of L.u.b. (resp. g.l.b.) the normal form to l.s.i. (resp. u.s.i.) systems,
and this consistently.

3Indeed, cut-free rules, i.e., the part of logic which doesn’t deal with logical consequence.
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To come back to Scott domains and the logical “tradition” : it was pos-
sible —using weird topologies— to style order-continuity “topological”, only
because the sole commutation was commutation to suprema. Here we have
two conflicting commutations, one to suprema, one to infima, no global to-
pology —weird or not—, would account for order-continuity on both sides.
Take the simplest example : on R, upwards continuity corresponds to the
open sets |z, +00[, whereas downwards continuity corresponds to the open
sets | — 0o, y[ ; continuous functions from X to R equipped with the “up-
wards” (resp. “downwards”) topology are indeed ls.c. (resp. w.s.c.) func-
tions. These two 7Zy-topologies have a supremum, the usual topology (since
|z, y[ = |x,+o0[ N] — 00,y[), in other terms, full order-continuity does not
correspond to continuity in any topological sense, natural or not.

But, even if order-continuity does not quite make sense topologically speak-
ing, it can be used in conjunction with standard topologies (usually the weak
and the strong topologies, both weaker than the norm topology). This is what
makes our semi-invertible extension possible : order-continuity works like an
upgrader, from weak to strong in the case of operators, from pointwise to
uniform in Dini’s theorem, see infra.

But order-continuity does not work beyond the semi-invertible case.

1.4 Lebesgue Integration

The comparison with a classic, the Lebesgue integral, is illuminating. The
problem at stake is the extension of the Riemann integral. We describe the
main steps, pointing out the analogies/differences.

(i) The Riemann integral is a continuous linear map from the Banach space
R([0,1]) of continuous real-valued functions on [0,1] into R. Our case
is similar : we start with a norm-continuous function o[h] (the normal
form) defined on certain operators h (invertible case) of norm < 1. We
can even assume the output space of dimension 1, see proposition 9,
hence belongs to R. An essential difference : the normal form is not
linear. However the output remains bounded : ||o[-]|| < 1.

(11) Coming back to integration, the next step is to remark that the Riemann
integral is monotonous. The idea is to extend it to lower-semi-continuous
functions, which are suprema of continuous functions. In the same way,
we extend our normal form to l.s.i. systems by means of suprema.

(11i) Of course, only a monotonous function can be extended in that way. Both
the Riemann integral and the normal form are monotonous. Moreover,
the extension should be consistent with the starting point. In the case
of integration, one uses Dini’s theorem : if f,, is an increasing sequence



Gol IV 5

of continuous functions with a continuous supremum f, then the conver-
gence f,, — f is uniform, i.e., a norm-convergence. The normal form is
sup-continuous too : this relies on the strong convergence of bounded in-
creasing nets, see proposition 18, appendix C.4, and the strong continuity
of composition on balls.

(iv) This extension is, in both cases, consistent with the symmetric extension
by infima. Because continuous = l.s.c. N ws.c. (resp. invertible =
l.s.i. N u.s.i.) ; moreover, the full semi-continuous (semi-invertible) case
remains monotonous.

(v) Another step must be performed : after suprema, infima. This is the end
of the story : w.r.t. Lebesgue integration, every measurable function is
equivalent to an infimum inf,, f, of Ls.c. functions. In our case, every
system is the infimum of l.s.i. system.

(vi) But the answers are different : Lebesgue integration can perform this
second step, basically because the extension to l.s.c. functions by su-
prema commutes to infima. Here we say goodbye to our model : the
normal form, extended by suprema to l.s.i. systems, does not commute
to infima, see section 6.6. Something else must be found.

No doubt that this ultimate divergence is due to the non-commutativity of the
normal form.

1.5 Associativity

To go beyond the semi-invertible case, one should introduce another idea, alien
to the idea of approximation —topological, or order-theoretic. Here, we use
one of the milestones of logic, the Church-Rosser Property, that we interpreted
as associativity in ludics [13]. The question is the following : is an iterated
normal form the same as a single normal form, in other terms, if the feedback
splits as a direct sum o + 7, can we solve the equation in two steps, first with
the sole feedback o, then with the feedback 7 applied to the solution ?

The answer is positive in the invertible case ; in the semi-invertible case,
there is no obvious order-continuity argument, for we may have to relate semi-
invertible systems which are on “different sides”, l.s.i., versus u.s.i. ; the situ-
ation seems desperate.

In fact this problem is the key to the full solution : every feedback is the
difference of two projections, o = o — o~. In case of a positive feedback,
all systems are l.s.i., and the normal form is upwards continuous ; in case of
a negative feedback, all systems are u.s.i. and the normal form is downwards
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continuous. In order to get a full normal form, it is enough to prove associ-
ativity in case of lopsided feedbacks of opposite signs. This is not achieved by
order-continuity, but by providing a sort of explicit formula. By the way, we
heavily rely on the main property of positive hermitians : the existence of a
square root.

1.6 Stability

I was surely one of the first persons to express strong doubts as to the to-
pological nature of Scott domains. These doubts prompted me to introduce
(rather to rediscover after Berry [3]) a competitor to the Scott ordering, the
stable ordering, roughly corresponding to inclusion ; this was the origin of
coherent spaces and further developments such as linear logic.

The “inclusion” between hermitians is defined by kh = h2, together with
koh = hoh, in case of a feedback. Contrarily to the standard ordering, in-
clusion has the structure of a (downwards) conditional lattice ; moreover the
solution o [h] of the feedback equation is monotonous and preserves conditional
g.l.b., i.e, pull-backs. From this, it follows that the cut-system (H,h,o) has a
unique incarnation (H,k, o), where k C h is the part of h “actually used” in
the computation of a[h].

In a commutative —set-theoretic— setting, typically in ludics [13], inclu-
sion is a refinement of the pointwise order. In a non-commutative world, the
two orders are independent : typically h C k = —h C —k, whereas
h<k= —-k<—h.

1.7 Winning

Ludics [13] mainly rests upon the notion of polarity, which roughly corresponds
to the natural notion of signature, the most basic invariant of logic. Logic
is then interpreted by sort of bipartite graphs, with positive/negative nodes
(answers/questions, etc).

What we try to mimic here by means of bipartite hermitians : assuming
that our Hilbert space splits into a direct sum H = H* & H ™, we require that
HThH'T > 0 and H hH~ < 0. We must also restrict to feedbacks enjoying
HYoH'T =0, H oH~ = 0. Under such hypothesis, the surprising fact is that
the solution of the feedback equation remains bipartite.

Indeed, the interpretation of logical proofs, \-expressions, is not only bi-
partite, it enjoys HThH* = 0, H"hH~ = 0. If we call this “winning”, it is
immediate that winning is preserved by composition, i.e., by normal forms.
The importance of the preservation of winning lies in its relation to logical
consistency, see [13].
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1.8 Immediate Questions

A few immediate questions that I had not the time to investigate :

(i) Assume that (H,h, o) is terminating. Does the solution correspond to
the normal form 7

(i) More generally, if a normal form is achieved by various means, does this
output corresponds to our normal form ? The main example is weak
nilpotency, {(ho)"(z) | ) — 0, which yields an unbounded execution,
but a perfectly bounded output, see [10].

1.9 Further Work

Further work should involve the definition of a notion of polarity* between
hermitians, in such a way that, of two hermitians, at most one of them can be
winning, and enjoying a separation property, see [13]. Then, last but not least,
the remake of Gol, but not necessarily in a type I von Neumann algebra like
B(H) : maybe a type II or a type III algebra® is more appropriate, especially
in view of a subtler approach to logic.

2 Cut-Systems

2.1 The Feedback Equation

Definition 1 (Cut-Systems)
A cut-system is a 3-tuple (H,h, o) such that :

% H is a complex Hilbert space.

% h is a hermitian —i.e., self-adjoint— operator on H of norm at most 1 :

h* = h, ||h|| < 1.

% o (the cut, the loop, the feedback) is a partial symmetry, i.e.,
o =oc* = 03, see appendix C.6.

Since 0 = o, 02 is the orthogonal projection of a closed subspace S C H ; we

can therefore write H = R @ S, with R := S*. Accordingly to the standard

abuse of notations, S = 02, R = — 02.

4Formerly called orthogonality.
5Algebras in which projections can be “halved”, i.e., in which there is no minimal sub-
space, see [18].
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The cut-system (H, h, o) induces a feedback equation : given x € R find
¥ €R,y €S, such that :

h(z @ y) =2 ©o(y) (1)

¢

Indeed, we are mostly interested in the “visible” part of the equation, i.e., the
output, the result =’ ; the component y is rather perceived as “internal”, and
quite corresponds to the computation.

To tell the truth, it is not quite true that this equation is always solvable,
stricto sensu. But it is anyway our starting point.

Remark 1

This definition covers everything done under the name “Gol” in [9, 10, 11], but
for a small exception, namely the interpretation of weakening in [11], which
introduces a non-hermitian operator, in contrast to what was previously done
in [9] ; this fancy variant was supposed to achieved effects of “connectedness”,
but this never worked. So let us get back to the original, hermitian, definition
given in [9].

In fact, it turns out that the h constructed in [9, 10, 11] are not only
hermitian, but also partial symmetries. But we cannot limit ourselves to partial
symmetries, for the simple reason that, if we don’t make any heavy additional
hypothesis, the solution to the feedback equation need not be given by a partial
symmetry.

Remark 2

One may wonder why the loop is a partial symmetry, and not a projection.
Obviously (H,h,o) behaves like (H,h(R + 0),S) ; but there is a deep con-
ceptual difference, h is hermitian, h(R + o) is a product of hermitians, i.e., a
nothing !

Remark 3
The original equation is not between a hermitian and a feedback, it is between
two hermitians, which are put in duality by the equation. The feedback equa-
tion is basically the remark that, w.l.o.g., we can assume that one of the two
hermitians, the feedback, is of a very simple form. See appendix B.2 for a
discussion.

2.2 Bipartism and Winning

Definition 2 (Bipartism)
A bipartite cut-system is a cut-system (H, h, o), together with a decomposition

H =H" ® H ", such that :
(i) HhH* >0, HhH- < 0.
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(ii) H"'oHt =0, H cH™ =0.

Definition 3 (Winning)
A bipartite cut-system is winning when : HThH* =0, H"hH~ = 0.

Proposition 1
h is winning iff —h is bipartite.

Proof : Trivial. Equivalently, h is winning if it remains bipartite when we swap

Ht and H~. O

Remark 4

All cut-systems constructed in [9, 10, 11] are bipartite. Indeed, the notion
of signature (positive, negative occurrences) induces a natural splitting of the
Hilbert spaces at work.

Moreover, all these systems are winning. This should not surprise us, since
logical rules are supposed to construct sort of “winning strategies”, and Gol
interprets logical rules. But, if we leave room for “losing” devices such as
the daimon of ludics [13], then we may encounter bipartite cut-systems with

HEhHF £ 0, H-hH~ # 0.

Among the properties to be checked later, let us mention the fact that the solu-
tion of the feedback equation of a bipartite system is still bipartite ; similarly,
winning will be preserved.

2.3 Orderings

Definition 4 (Pointwise Order)
We order cut-systems with the same underlying space and feedback in the
obvious way :

(H,h,0) < (H,k,0) < k—h>0 (2)

The pointwise ordering® admits directed l.u.b. and g.l.b. ; but it is not a
lattice.

Definition 5 (Order-continuity)
A monotonous (increasing) map ® from a subset of Her(H) to Her(R) is
order-continuous when it preserves (directed) l.u.b. and g.1.b.

We shall apply this terminology to the normal form which associates to cut-
systems (H,h,o) a hermitian of o[h] € Her(R), to mean order-continuity
w.r.t. the sole parameter h, consistently with definition 4.

SLogicians would rather speak of “extensional” order ; “pointwise”, like in “pointwise
convergence”, seems however more standard.
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Definition 6 (Stable order)
The stable ordering is defined as follows : (H,h,o) C (H,k, o) iff

(i) kh = h* and
(ii) koh = hoh.

Proposition 2
(H,h,0) C (H,k, o) iff there exists a closed subspace € such that :

(i) £0 =o€ and
(i) h =k&.

Proof : Assume that (H,h,o0) C (H,k, o) ; then k and h coincide on the spaces
rg(h) and rg(oh), hence on the closure € of rg(h) +rg(ch). Obviously o = o€
and hE€ = k& ; moreover, £h = h hence, by taking adjoints, h€ = h and k€ = h.

Conversely, if the condition of the proposition holds, then h = £k = £h and
kh = k&h = h? ; also, keh = ka&h = k€ah = hoh. O

Corollary 2.1
C is an order relation. Moreover, any (non-empty) bounded family (H,h;, o)
admits a g.1.b. with respect to C.

Proof : Transitivity, antisymmetry are obvious. If &0 = o¢&; and h; = k&,
then [, h; := k(, & is the desired greatest lower bound. O

Pointwise directed l.u.b. are like direct limits, whereas bounded stable g.l.b.
are like pull-backs ; some distributivity is therefore expected. We state it in
the case of a binary pull-back, just for readability.

Proposition 3

Assume that (H,g;,0), (H,h;,0), and (H,k;,0) are directed increasing nets
w.r.t. the pointwise order, with respective Lu.b. (H,g,o), (H,h,o), and
(H,k,0) ; assume that (H,g;,0) C (H,k;,0) and (H,h;,0) C (H, k;, o) and
let f; = g;Mh;. Then (H,g,0) C (H,k,0), and (H,h,o) C (H,k, o) ; moreover
(H,h;, 0) is an increasing directed net whose pointwise Lu.b. (H,f, o) is equal

to (H,g,0) M (H, h, o).

Proof : For instance, from g;k; = g7, we can, using a strong continuity argu-
ment (see proposition 18, appendix C.4) and the strong continuity of compos-
ition on balls, get gk = g2. O

Remark 5
Since (H,h,0) C (H,k,0) = (H,—h,0) C (H,—k, o), proposition 3 works
also for decreasing nets.
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3 Invertible Case

The purpose of this section is to establish the existence of a “solution” to the
feedback equation under a reasonable hypothesis, invertibility.

3.1 Invertibility

Proposition 4
If o is a partial symmetry, then o can be written as the difference o™ — o~ of
two projections such that o - o~ = 0.

Proof : This is a special case of a standard result mentioned in appendix C.3.
Indeed o and o~ are the orthoprojections of the eigenspaces corresponding
to the values +1 and —1. Spectral calculus yields ot + 0~ = 02 and

ot =1/2(c*+0),0” =1/2(c* — 0). O

Definition 7

The cut-system (H,h,o) is invertible (resp. upper-semi-invertible : u.s.i.,
lower-semi-invertible : Ls.i.) when o —o*ho? (resp. o™ —othot, 0=+ 0 ho™)
is invertible as an endomorphism of § = ¢* (resp. of o+, o7).

By lemma 3.2.13. of [17] (approximate eigenvectors) : a hermitian operator
f € B('H) is non-invertible iff there exists a sequence (x,,), with ||z,|| = 1 and
f(z,) — 0 as n — oo. Of course, ||z,|| =1 can be weakened into ||x,| > a for
some a > 0, replace z,, with 1/||z,] - ©,. Therefore, (H, h, o) is

Invertible : Iff there is no sequence (z,,) with ||z,|| = 1 such that 0?(z,) = z,,
and o*h(z,) — o(x,) — 0.

Upper-semi-invertible : Iff there is no sequence (z,) with ||z,| = 1 such
that o(z,) = x, and o"h(x,) — 2, — 0.

Lower-semi-invertible : Iff there is no sequence (z,) with ||z,|| = 1 such
that o(z,) = —z, and o~h(z,) + z, — 0.

Lemma 5.1
If f is hermitian and |f|| < 1, xz, € H, ||,|| = 1, then f(z,) — x, — 0 iff
(f(xn) | zp) — 1.

Proof : If ||f(x,) — x,]| — 0, then (f(x,) | x,) — 1 = (f(x,) — 2, | 2,) — 0,
hence (f(z,) | x,) — 1.

Conversely, if (f(z,) | z,) — 1, since |[f(x,)| < 1, Cauchy-Schwarz implies
that [[f(z,)[| = 1, and [[f(zn) — 2l = [f(zn)lI* + l[2al* = 2(f(2n) [ 20) — 0,
hence ||f(z,) — x,| — 0. O
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Now, if z, € H, ||z.|| = 1, is such that o*h(z,) — z, — 0, we can apply
the lemma to f := 02ho?, and we conclude that (o?h(x,) | z,) — 1, hence
(h(zn) | @,) = (h(z,) | 0*(x,)) — 1. Applying the lemma in the other
direction, we conclude that h(x,) — z,, — 0. The same can be done with o™
and o~ , and we get the simplified characterisations : (H, h, o) is

Invertible : Iff there is no sequence (z,,) with ||z,,|| = 1 such that 0?(x,) = z,,
and h(z,) — o(z,) — 0.

Upper-semi-invertible : Iff there is no sequence (z,) with ||z,|| = 1 such
that o(x,) = x, and h(z,) —x, — 0.

Lower-semi-invertible : Iff there is no sequence (z,) with ||z,|| = 1 such
that o(x,) = —x, and h(z,) + =, — 0.

Proposition 5
(H,h, o) is invertible iff it is both u.s.i. and Ls.i..

Proof : From the preliminary work just done, it is plain that invertibility im-
plies upper- and lower-semi-invertibilities.
Conversely, assume (H, h, o) not invertible, and let (z,) be such that

lzall = 1, 0%(2,) = 2, and h(z,) — o(2,) — 0. From ||h(z,)|| — l|o(z,)] — 0,
we get ||h(z,)]| — 1 and (h%*(z,) | z.) = |[h(z,)]> — 1 ; by lemma 5.1,
h?(2,) — 2, — 0. With @, := z, + h(2,), Yn := 2, — h(2,), h(z,) — 2, — 0,
h(yn) + yn — 0, o(x,) — 2 — 0, 0(yn) + yn — 0. Let X, := o(x,) + z,,
Y, := 0(yn) — Yn, then o(X,) = X,, and h(X,,) — X,, — 0, o(Y,) = Y, and
h(Y,)+Y, — 0. Then one of the two sequences (x,), (y,) has a subsequence of
norm > 1, say x,, ; then ||X,, || > 1, and (H,h, o) is not an u.s.i. system. O

Proposition 6
If (H,h,0) < (H,k,0), then :
(i) If (H,k,0) is u.s.i., so is (H,h, o).
(i) If (H,k, o) is Ls.i., then (H,Ah + (1 — Ak, o) is Ls.i. for 0 < A < 1.
)

(iii) If (H,k,o0) is Ls.i. and (H,h,o) is u.s.i., then (H,Ah+ (1 — Ak, o) is
invertible for 0 < A < 1.

(iv) If (H,k, o) is invertible, then (H, Ah 4 (1 — Ak, o) is invertible for
0<A<L

Proof : (i) Take (x,) with ||z,| = 1 such that o(z,) = z, ; if
h(z,) —x, — 0, then lemma 5.1 yields (h(x,) | ,,) — 1, and since h < k,
(h(z,) | zn) < (k(zy) | ) <1 and (k(z,) | z,) — 1 ; the same lemma
yields k(z,) — x, — 0. So, the upper-semi-invertibility of k implies the
upper-semi-invertibility of h.
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(ii) Let g := Ah + (1 — M)k, and take (z,) with ||z,|| = 1 such that
o(x,) = —x, ;if g(z,)+x, — 0, then (g(z,) | z,) — —1, and necessarily
(k(zp) | xn) — —1.

(17i) Combination of (ii) with its dual version.

(iv) (H,Ah+ (1 — Ak, o) is L.s.i. because by (ii) and u.s.i. because Ah + (1 — M)k <k,
and (i).
O

3.2 The Normal Form

In what follows, we shall deal with cut-systems, often called (H,h,o), or
(H,k,0). It is convenient to adopt a matrix-like notations (“blocks”, see
appendix C.7) corresponding to the direct sum decomposition H = R @ S,

with & = 02 ; we shall implicitly assume that h = g BC ; in the con-
crete conditions we shall deal with, k will share the same coefficients A, B, i.e.,

A B*
-2 8]
Lemma 1.1

Iff is an invertible hermitian and p is positive, then the function (f — Ap)~! is
defined and monotonous on an open neighbourhood of 0 in R.

Proof : (f —Ap)™!t = f1 + M~ 1pf~1 + N2f~Ipf~Ipf~1 + ... The power series
converges for |\| < ||f7p||=!. We can group the non constant terms : let
po = AT (pf Y e (T AP FP) - /P (Fip)" - f71, so that

(f—Ap)"' =143 p,. For |\ small enough, I+ \/p f~'\/p is positive and
all p,, are positive. From this, it is easy to conclude. O

Theorem 1 (Monotonicity)
The map (H,h,0) ~ (0 — C)~! from invertible cut-systems to Her(S) is
monotonous (increasing) and order-continuous w.r.t. the parameter C'.

Proof : Keep in mind, although it does not quite matter here, that the para-
meters A, B of the block decomposition are kept constant. If the cut-systems
(H,h,0) < (H,k,0) are both invertible, then, for A € [0, 1],

(H, Ah + (1 — M)k, o) is invertible (proposition 6). Let p:=D — C € Her*(S) ;
the function ¢ : A ~ (0 — C+ Ap)~! is a continuous map from [0, 1] to
the Banach space Her(S). By lemma 1.1, this map is locally increasing,
and it must be globally increasing. We conclude that ¢(0) < ¢(1), i.e.,
(c—CO) 1< (c—-D)
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Assume now that (H,h;,0)(i € I) is an increasing net of invertible sys-

tems, with an invertible Lu.b. (H,h := sup,c;h;,0). By proposition 18 of
appendix C.4, 0 — C; and (0 — C;)~! respectively converge to o — C and some
E in the strong-operator topology ; by monotonicity,
E :=sup,;c;(0—C;)~! < (0 — C)~1. Now observe that that the o —C; have their
norms bounded by 2 ; multiplication is strong operator-continuous, provided
the left argument remains bounded : this implies
0—Ci-(0-C)'—(6—C)-E Hence (¢ —C)-E =S8, and, since o — C is
invertible, E = sup,c;(c — C;)™' = (0 — C) 7.

Downwards continuity is proved in the same way. O

Definition 8 (Normal Form)
If (H,h, o) is invertible, its normal form is defined by the equation :

o[h] :=A+B*(c —C)'B (3)
The normal form corresponds to the “visible part” of the feedback equation :

Theorem 2 (Normal Form)

If (H,h, o) is invertible, then the feedback equation admits the normal form
o[h] as unique solution. o[h] is of norm at most 1, and it is norm-continuous,
monotonous (increasing) and order-continuous w.r.t. the input h.

Proof : We want to solve th dion [A BT 1 1F 2 7] mvertibilit
roojJ . € wa O solve € equation : B C—O’ y = 0 . ve y

quite means that o — C is invertible. It is then obvious that

7 = (A+B*(c — C)7!B)(z),y = ((c — C)"!B)(x) is a solution to the equation.
* /

This is indeed the solution : if [g CB_ a] B] = ﬁ)}, then (C—o)(y) =0

and =’ = 0. Hence, the (visible part of) the solution is given by

o[h] := A+ B*(c — C)~'B.

It is plain that o[h] is hermitian and that the dependency h ~» o[h] is
norm-continuous.

Finally, from h(z @ y) = 2’ @ o(y), we get
o2+ yll? = 12’]12 + llo @) 12 < fl2ll? + iy, hence [2/]2 < fall? : we just
established that ||o[[h]|] < 1.

Let us now consider the behaviour w.r.t. the pointwise order. First observe
that, if “coefficients” A, B in the “block” of h, k, ... are kept constant, then, by
theorem 1, we get order-monotonicity and order-continuity.

The general case is reduced to this case by means of the “Tortoise Principle”
of appendix B, and the reduction being extremely simple, the only problem
is to avoid pedantism when saying something obvious : hence there might be
some (slight) abuses of notations. The idea is to add two copies of R, say
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Ro,R1, hence H is replaced with K := Ry ® Ry @& ‘H. If u is an isometry
between R and R, we can “extend” our feedback ¢ into 7(xy @z Hx® 2) :=
0® u(z) @ u*(xy) ® 0. Similarly, if v is an isometry between Ry and Ro, we
can “extend” h into W(h)(zy @ x1 ® y) := v(z1) ® v*(x1) @ h(y). There are a
few obvious facts about this replacement :

(i) The map h ~ W(h) is monotonous and order-continuous.

(ii) The system (K, W(h), 7) is invertible ; the best remains to solve the equa-
tion “manually”, i.e., by “equality pushing”. The normal form is expli-
citly given by :

T[W(h)] = vue[h]u*v* (4)

(17i) The normal form 7[W(h)] is monotonous and order-continuous w.r.t. the
input W(h) : this is because W(h) can be written (w.r.t. a decomposition
0 v 0O

Ro @R2L> as a block : 0 ; we are therefore back to the case

0
“A, B constant”.

(iv) The normal form o[[h] is monotonous and order-continuous w.r.t. the
input h : combination of the previous observations.

|

Remark 6
Technically speaking, the Tortoise introduces a cut with an identity axiom, so
that the whole variable part of the net is now “invisible”.

3.3 Associativity

Definition 9 (Independence)
Two feedbacks o, T are independent when o = 0 (= 70).

In presence of two independent feedbacks o, 7, there are several possibilities to
reach a “normal form” for (H,h,o + 7). Either we directly form (o + 7)[h],
or first normalise (H, h, o), yielding the normal form o[h], and then normalise
(R, o[h], ), yielding 7[o[h]]. We can also do it the other way around, leading
to ofr[h]]. The question is whether or not these protocols yield the same
output.

The presence of a double feedback occurs naturally when we deal with
the static —category-theoretic— interpretation of logic : we must establish
associativity of the composition” of morphisms, f o (go h) = (f o g) o h.

"See also appendix B.2.
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Now, composition corresponds to the cut-rule, i.e., to a feedback ; here we
are given two compositions, i.e., two independent feedbacks o, 7, together with
a hermitian k corresponding to the three morphisms f, g, h “put together”.
fo(goh) corresponds to o[r[k]], whereas (f o g) o h corresponds to 7[o[k]].
To sum up, the question of equating the three protocols above is nothing but
the soundness of the categorical approach to logic : this is why we speak of
associativity. In traditional rewriting technology, associativity comes from the
possibility of performing the rewritings in any order, i.e., from the familiar
Church-Rosser property.

Theorem 3 (Associativity)
Assume that o, T are independent and write H = ROS®7T. Then (H,h,o+7)
is invertible iff (H,h,7) and (R ® S, 7[h], o) are invertible. Moreover

(o +7)[h] = olr[hl] (5)

Proof : First assume that (H, h, 7) and (R® S, 7[h], o) are invertible ; the left
hand side corresponds to the equation, x € R being given :

h(z@y®z) =2 @o(y) &7(z) (6)

whose “visible part” is ' = (¢ + 7)[h](z). This equation can be solved in two
steps : first, given x € R,y’ € S, solve :

h(zoy ©z)=2" 0y ©7(2) (7)

whose visible part is 2’ @y” = 7[h](x®y). Then, add the constraint y” = o (y'),
which amounts at solving :

Thl(z @ y) = 2" © a(y) (8)

and whose visible part is given by 2’ = o[r[h]](x). We just established equa-
tion (5) “manually”. We need a little more care concerning invertibility mat-
ters.

(i) If (H,h,7) is not invertible, take a sequence (z,) € 7 of norm 1 such
that h(z,) — 7(x,) — 0 ; since o(x,) = 0, we just found approximate
eigenvectors for h — (o + 7).

(i1) If (H,h,7) is invertible but (R @ S,7[h],o) is not invertible, take a
sequence (y,) € S of norm 1 such that 7[h](y,) — o(y,) — 0. There
exists z, such that h(y, & z,) = 7[h](y,) & 7(z,). Then (y, P z,) is such
that h(y, ® z,) — (0 + 7)(yn @ 2,) — 0, and, once more, (H,h,o + 7) is
not invertible. Summing up, we just proved that the invertibility of the
full system implies the invertibility of the partial systems corresponding
to a two-step “normalisation”.
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(i7i) W.r.t. the decomposition H=R &S &7, write h= |- A B*
B C

Assuming that 7 — C and o — 7[h] are invertible, we want to show that

k= {g —-A -B ] is invertible. Define :

-B 7-C
_ (o—[h])~" (o—[h])"'B*(7—C)*
&7 |(7=C)'B(o—r[h])"" (7—C)'B(o—r[h])"'B*(7=C) ! + (~—C) !
A straightforward (but painful) computation yields gk = ‘g ,2] This

proves the left-invertibility of k ; since k is hermitian, it is invertible :
from gk = I, we get k*g* = kg = L.

Remark 7
Putting things together, i.e., using the theorem, the inverse can be expressed
in a more symmetrical way, typically :

k=t = { (o —r[h])~! (o —7[h])"'B*(7 — C)—1:|
(T_U[[h]])_lB(a—A)—l (T—a[[h]])—l
or the adjoint expression

-l [ (o — [~ (0 —A)TIB*(r - Uﬂh]])‘l]
(r=O7'B(o —r[h])~"! (r—olhD)™

3.4 Stability and Incarnation

Proposition 7
If (H,h,o0) = (H,k,0) and (H,k, o) is invertible, then (H,h, o) is invertible.

Proof : Completely immediate. O
In the next theorem, all systems are supposed to be invertible.

Theorem 4 (Stability)
The normal form is compatible with stability, more precisely :

(i) If (H,h,0) = (H,k,0), then o[h] C o[k].
(ii) If (H, h;,0) T (H,k,0), then o[[ ], h;] =[], o[hi].

Proof : (i) Assume that h = k€,0€ = £0 ; then h = £k and £ commutes to
both of R, S, and let F := RE, G := SE. It h(x @ y) = 2/ ® o(y), then
using h = k&, we get k(F(z) ®G(y)) =2’ ® o(y) ; using h = Ek, we get
v ®oly) = F@') ©G(aly)) = F(a)  o(G(y))). Summing up, we get
K(F() & 0)) = o' ® 0(G(y)), ie., oKI(F()) = olh](x).
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(71) Immediate.

This justifies the following definition :

Definition 10 (Incarnation)
If (H,h, o) is an invertible cut-system, its incarnation is the smallest

(H,k,0) C (H,h,o) such that o[k] = o[h].

Incarnation, namely the “useful part” of a system, plays a central role in ludics.
Remember that for instance the mystery of incarnation® reduces the Cartesian
product to an intersection !

3.5 Normal Forms and Winning

Let us investigate the normal form in the bipartite case. The next proposition
is quite surprising :

Proposition 8
If a bipartite hermitian is invertible, its inverse is still bipartite.

Proof : Let x = h(z' @ v/), with x, 2’ € H*,y' € H™ ; then
() |z) = (@' @y |2) = (' | 2) = (2 | h(z' @ Y))
' [ h(z')) + (=" [ h(y))

and (' | h(y")) = (h(2') | ) = (2 | ) = (h(¥) [ &) = =(h(¥/) | ¥). Summing
up, we find (h™!(z) | z) = (h(2’) | 2’) — (h(y) | ') > 0. In the same way one
proves that (h™!(y) | y) <0 fory € H~. 0

=
=

Let us now introduce an inessential —but useful— tool : assume that, w.r.t.

the decomposition H = R ¢ S, h = {g % and given z € R = S*, with

||z|| <1, we can define h, as a hermitian of C® S : h, := [<Ag<)x|> 7) B(Cx) :
Obviously, [lh,]| < [}

Proposition 9
If h is invertible and x € R, ||z|| < 1, then : o[h,] = (o[h](x) | x).

Proof : Completely obvious, e.g., from the explicit formula for o[h] :

(A+B*(0—O)7'B)(x) | z) = (A(z) | 2) + (0 = OT'B)(2) | B(2)) =
= (A(@) [ z) +B(x)" - (0 = )" - B(x)

8See [13].
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Theorem 5 (Winning)
The normal form of a bipartite invertible closed system is bipartite. Further-
more, if the the system is winning, so is its normal form.

Proof : Assume that R = R™ ® R~ ; we must show that, for x € R

(resp. x € R™) (o[h](x) | ) > 0 (resp. (o[h](z) | ) < 0). Let us treat the
case where x € R, and let us assume that ||z|| < 1. By proposition 9, we can
reduce the problem to the case of h,, i.e., to the case where

H = C® S, the component C being declared positive. Let us enlarge’ H into
K = Ca& CaH, the first C being positive, the second one being negative.

Then, starting with the bipartite h = [Z yC (in particular a > 0), consider
010 0 0000
1 00 0 - : 0010 .

k = 00 a | still bipartite. If 7 = 010 ol then o, 7 are inde-
00y C 0000

pendent and (K, k, o + 7) is invertible ; indeed 7[o[k]] = o[h]. Let
0 1 0 b

g=1|1 —a —y*|,andg!t= |- - .|, then
0 —y o0—-C R

o[h] = 7[o[k]] = (¢ +7)[k] = b ; —g (and its inverse —g~!, by proposition 8)
is bipartite. b is located in the second copy of C, declared negative, so —b < 0
and o[[h] > 0. O

Corollary 5.1
If a bipartite system is winning, so is its normal form.

Proof : We observed (proposition 1) that winning is the same as remaining
bipartite when H* and H~ are swapped. If (H,h,o) is winning, then its
normal form is bipartite w.r.t. the decomposition R, R, but also w.r.t. the
opposite decomposition, hence it is winning. O

4 Termination

This section is concerned with the “natural” solution of the feedback equa-
tion (1). The subsection on deadlocks is devoted to the unicity of the “in-
visible” component y : essentially, we can assume unicity, i.e., “remove dead-
locks”. The subsection on computational size makes use of the norm of the
execution operator and proves an inequality corresponding to associativity.

9 Another application of the Tortoise Principle, see appendix B.
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4.1 Deadlocks
We use the notations of section 3.2 : w.r.t. the decomposition H = R & S,
ho A B*
B C|
Definition 11 (Deadlocks)

The cut-system (H,h, o) is deadlock-free when o — C is injective as an endo-
morphism of S = o2

Remark 8
The notion of deadlock-free algorithm of [10] (cC weakly nilpotent) is less
general.

Invertible systems are deadlock-free, but the converse is not true : in infinite
dimension, injectivity does not imply invertibility. But there is a relation
between the two notions :

Invertible : Means the absence of a approzimate eigenvectors (for the value
0), x, € S, with ||z,|| = 1, and o(z,) — h(z,) — 0 ; we know that h can
be replaced with C : o(z,) — C(x,) — 0.

Deadlock-free : No longer the approximate notion, the exact one : x,, con-
stant. In particular, o — C is injective on § iff ¢ — h is injective on the
same S.

Definition 12 (Deadlocks)

The deadlock space Z C S is defined by Z := ker(c — C), and its (non-zero)
elements are called deadlocks. To be deadlock-free therefore means that there
is no deadlock.

Proposition 10
The deadlock space Z (or rather the associated orthoprojection) commutes to

o,C, h.

Proof : The proof is a sort of simplified version of proposition 5. If z € Z,
then C(z) = o(2) and ||C(2)|| = ||e(2)|| = ||z|| ; since ||C|| < 1, C3(2) = z (use
lemma 5.1 of section 3.1) and let us consider = := z + C(z), y := z — C(z).
Then C(z) = z, but also o(z) = o(2) +0C(2) = C(2) +0%(2) = z ; in the same
way, C(y) = o(y) = —y. Z therefore appears as the sum of two orthogonal
subspaces, Z7 = {z;C(z) = o(z) = z} and

Z- ={y;C(y) = o(y) = —y}. From this Z commutes to both of o and
C. Finally, if z € Z, h(z) = B*(2) @ C(2) and ||C(2)|| = ||z|| together with
IIh(2)|| < ||z|| force B*(z) = 0. This shows that B*Z = 0 and Z commutes
with h. O
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Remark 9

The previous proposition explains why the kernel of o — C (indeed, of o — h)
is styled the deadlock space : nothing enters, nothing exits. Deadlocks are
excluded from logical systems and even from A-calculi'®. But they are rather
friendly : don’t bother them, they don’t bother you. In particular, we can
always “remove” a deadlock by replacing h with (I— Z)h without any essential
prejudice to the feedback equation.

If 0 € sp(0c — C)!' we must be cautious : in case 0 is isolated, this corres-
ponds to a deadlock that we can easily ignore. The situation is quite different
when 0 is an accumulation point of sp(c — C)'2. We are no longer dealing with
deadlocks, but with infinite computations, and things are not that easy !

4.2 Computational Size

Let (H,h,o) be a cut-system and let Z be its deadlock space. Two different
solutions of the feedback equation (1) 2’ @ y, ” @ ¢y’ w.r.t. the same input x
are such that 2/ = 2" : from

hODy—y)=2"—2"Doly—y) 9)

and ||h|| < 1, le(y—v)| = lly—v'||, we get ||z’ —2"|| = 0, hence 2/ = z”"'3. But
obviously two different solutions =’ & y, 2/, 1y’ can still differ on their invisible
parts ¥, 4/, in which case y — 1/ is a deadlock.

Using proposition 10, we easily obtain a sort of “unicity” :

(i) If ' @ y is a solution to the feedback equation w.r.t. the input x, so is
@ Z(y).

(i1) ' ® Z(y) is —among all solutions 2’ @y’ corresponding to the input z—
the one of smallest norm.

(17i) This smallest choice amounts at “removing deadlocks”, i.e., at replacing
the system (H,h, o) with (H, (I — 2)h, o).

Definition 13 (Termination)

The cut-system (H,h, o) is terminating when the feedback equation (1) has a
solution x’ @ y for every input x € R. In which case we define the execution
operator ex(h, o) as the bounded operator from R to H assigning to © € R
the vector = & Z(y)™.

0Tn proof-nets they correspond to short trips, or cycles in the Danos-Regnier criterion [5].

1Seen as an operator on S.

12Upper-semi-invertibility means that 0 is not limit of strictly positive points of the spec-
trum.

13This was first noticed during the proof of the normal form theorem 2, when showing
that the normal form is of norm at most 1.

4This is not a misprint, I didn’t mean 2’ ® Z(y), see the proof of theorem 6 below.
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Remark 10

The typical terminating case is invertibility ; in which case (with the notations
of definition 8), ex(h,0) = R @ (0 — C)"!B. But there are many other cases
of termination, for instance when B = 0.

Definition 14 (Computational Size)
If (H,h, o) is terminating, its computational size is defined by

size(h, o) := ||ex(h, 0)|| (10)

Termination may be a rather accidental property ; this is why the following
theorem is less powerful than its original model, theorem 3. In what follows,
we use the (undefined) notation 7[h] in the obvious sense ; but it might be
inconsistent with the general definition given later.

Theorem 6 (Associativity of Size)
Assume that o, T are independent, and that (H,h,7) and (R ® S, 7[h], o) are
terminating ; then (H,h,o + 7) is terminating too. Moreover :

size(h, o + 7) < size(r[h], o) - size(h, 7) (11)

Proof : First assume all systems deadlock-free. We reproduce the argument in
the beginning of the proof of theorem 3. Rewrite equation (7) as :

hzoy @vay)) =@y o1 ay)) (12)
and equation (8) as :
T[h](z ® ¢(x)) = 2’ ® o(p(2)) (13)
Both can be combined to yield :
h(z ® o(z) ® Y(z @ p(2))) = 2" ®o(p(x)) D T(Y(z @ p(x)))  (14)

Now observe that : = @ ¢(x) = ex(7[h],0)(z), x Dy ® Y(x Dy) = ex(h, 7)(z),
@ p(x)®Y(x®p(x)) =ex(h,o+ 7)(x). Hence :

ex(h,o 4+ 7) = ex(h, 7) - ex(7[h], o) (15)

and from this (11) follows.

In general, “remove the deadlocks” in (H,h,7) and (R ® S, 7[h], o). Then
we get an equality close to (15), but for the the point that we are not sure
that the left hand side corresponds to the smallest solution. Anyway the
inequality (11) still holds. O
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Remark 11
Our definition of size comes from the naive power series expansion of the
solution of (1) :

olh] = R(h+ hoh + hohoh +.. )R (16)

a formula which is for instance correct when ch is nilpotent :
ex(h,0) = R+ B*0B + B*0CoB + B*¢CoCoB + ... + B*o(Co)" 2B (17)

where n is the greatest integer such that (6C)™ # 0 (the “order of nilpotency”
of ¢C). Then size(h,o) < n ; in practice, e.g., for a converging normalisation
in —say— system T, size(h, o) ~ /n.

It might be more natural to replace the size with its logarithm : Danos ob-
served in his Thesis (see, e.g., [6]) that, in A-calculus, this “order of nilpotency”
is indeed exponential in the number of reduction steps needed to normalise the
term interpreted by (H,h, o). With such an alternative definition, theorem 6
would involve a sum instead of a product.

5 Semi-invertible case

5.1 Order Approximations

When we speak of “the l.u.b. of a net”, we implicitly assume that we are
speaking of directed increasing net (with non-empty index set) ; symmetrically
for “the g.1.b. of a net”. Observe that ls.i. are closed under l.u.b., u.s.i. are
closed under g.l.b. : this is immediate from proposition 6 (i).

Proposition 11
Invertible systems are dense w.r.t. the pointwise order. More precisely :

(i) Every system is the g.L.b. of a net of L.s.i. systems.
(ii) Every system is the Lu.b. of a net of u.s.i. systems.

(iii) Every u.s.i. system is the g.l.b. of a net of invertible systems.
iv)

(iv) Every lLs.i. system is the Lu.b. of a net of invertible systems.

Proof : (i) For 0 < p < 1, let h* := ph+ (1 — u)I ; since h < I, and (H,1,0)
is 1.s.i., the convex combinations h* is l.s.i., by by proposition 6 (ii). The
h# form a decreasing net, with g.l.b. h.

(i1) Symmetrical : use the increasing net hy := Ah + (A — 1)L.

(17i) If h is assumed to be u.s.i., then the h* are invertible, by proposition 6
(i) or (iii) ; and h is the g.l.b. of a net of invertible systems.
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(iv) Symmetrical.

5.2 Lower-semi-invertible Case

Theorem 7 (Normal Form)

There exists a unique extension of the normal form to l.s.i. systems which
commutes with least upper bounds. This extension is order-monotonous ;
furthermore, the theorems established in the invertible case, and styled “asso-
ciativity”, “winning”, “stability”, still hold.

Proof : With the notations of proposition 11, define :

ofh] := Sl}l\p af[ha] (18)

Since the normal form is order-continuous in the invertible case, equation (18)
holds in this case, hence our definition extends the original one. Moreover, this
extension is monotonous : if h <k, then hy < ky, and sup, a[h,] < sup, o[k,].
The next point is that this definition commutes with suprema : if h = sup; h[i],
then o[h] = sup, o[ha] = sup, sup, o[[h[i]\] = sup, sup; a[h[i],] = sup, o[h[i] :
besides a triviality on double suprema, one uses the order continuity of the nor-
mal form in the invertible case, i.e., that sup, o[h[i]x] = o[h,]. Unicity is a
trivial consequence of commutation to suprema. Let us now check the the
extension of the main theorems :

Associativity : If (H,h,o + 7) is l.s.i., then the (H, hy, o + 7) are invertible.
From this, 7[h] = sup, 7[h,] is l.s.i., and (R @ S,7[h], o) is Ls.i., as
supremum of l.s.i. systems. Finally,

o[[7[h]] = sup, o[r[hA]] = sup,(o + 7)[haA] = (o + 7)[h].

Conversely, assume that 7[h] is l.s.i., but (H,h,o + 7) is not ls.i. ;
then some (H,hy, o + 7) is not invertible, but, since 7[h,] is invertible,
theorem 3 shows that (R @ S, 7[h,], o) is not invertible. Since

hy < MR+ S), we get 7[hy] < 7[M] < AL hence (R @ S, 7[h,],0) is

u.s.i. by proposition 6 (i), and therefore not l.s.i.

Winning : If h is bipartite (resp. winning), so are the (hy), and so are the
o[h,], and their supremum o[h].

Stability : Proved in the same tautological way, relying on a property that I
like to state independently, see next proposition.



Gol 1TV 25

Proposition 12
Assume that (H,h,0) C (H,k,0), and that (H,k, o) is L.s.i. ; then (H,h, o) is

Ls.i. too.

Proof : Assume that h = k€ and £0 = o€ ; then Eh = kE. If h(z,) + x, — 0,
with o(z,) = —x,, and ||z, || = 1, then k(E(z,)) +E(x,) = E(h(z,) +2,) — 0,
and o(&(xy,)) = E(o(xy,)) = —E(x,). Moreover, since ||kE(z,,)|| = ||h(x,)]| — 1
and |k|| < 1, we conclude that ||E(z,)|| — 1. The sequence £(x,) is an
approximate eigenvector sequence for —o~ — k. O

5.3 Semi-invertible Case

Of course, the normal form can be symmetrically extended to u.s.i. systems.

Theorem 8 (Normal Form)

There exists a unique extension of the normal form to u.s.i. systems which
commutes with greatest lower bounds. This extension is order-monotonous ;
furthermore, the theorems established in the invertible case, and styled “asso-
ciativity”, “stability”, “winning”, still hold.

Proof : With the notations of proposition 11, we define :
o[[h] := inf o[h*] (19)
w

ete. O

We have therefore two extensions of the normal form ; these extensions are
consistent, since there is no conflict (the intersection of the two domains, 1.s.i.
and u.s.i., consists of invertibles).

Proposition 13
The normal form is monotonous.

Proof : h <k, we must show that o[h] < o[k]. This is already taken care of
when h, k are “on the same side”. In view of proposition 6 (i), it remains to
consider the case where h is u.s.i. and k is l.s.i.. But then, the interpolant

g := 1/2(h + k) is invertible by proposition 6 (iii) : hence

o[h] < ofg] < ofh]. O

No clear order-continuity can be stated, this is due to the fact that one side
commutes to sups, the other to infs'®. But order order-continuity can still be
used as a tool. For instance, one can prove the following :

15 And this result is optimal, see section 6.6.
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Proposition 14

(—=o)[-h] = —ofh] (20)

Proof : Immediate : first checked in the invertible case, then extended to the
—say— L.s.i. case, using an (increasing) order-continuity argument. O

Stability remains, essentially because there is no conflict 1.s.i./u.s.i., the same
for winning. But associativity is problematic. This is the central problem and
also the key to the general case, hence let us keep this point for the ultimate
section.

6 General Case

6.1 Lopsided Feedbacks

Definition 15 (Lopsided Feedbacks)
A feedback o is lopsided iff it is either a projection, i.e., 0° = o (positive
2

feedback), or the opposite of a projection, i.e., 0 = —o (negative feedback).

2

Roughly speaking, the three following words socialise : positive feedbacks,
l.s.i. nets, and lu.b.. If o is positive, then all cut-systems (H,h,o) are l.s.i.,
in particular, we have a very satisfactory notion of normal form, expressed by
theorem 7 ; therefore any system is the Lu.b. of a (directed, increasing) net
of invertibles. The socialisation of the cocktail “positive + l.s.i. + Lu.b.” is
expressed by the equation :

a[[s%p h;] = sup o[[hi] (21)

which holds for any (increasing, directed) net.
Symmetrically, the words negative, u.s.i., g.1.b. associate well. In case of a
negative feedback, all systems are u.s.i., etc. and

ofint h] = inf o[h;] (22)

6.2 Associativity : a First Attempt

Let us come back to the semi-invertible case, section 5.3. If (H,h,o + 7) is
semi-invertible, it is —say—, L.s.i. ; then both of (H, h,7) and (R + S, 7[h], o)
are L.s.i., and equation (5) holds. The converse is less obvious, since (H, h, 0+47)
and (R + S, 7[h], o) may be respectively u.s.i. and Ls.i.

This case occurs naturally when o = 7 (7 for “positive”, “projection”),
T =v (v for “negative”). Every system (H,h,v) is u.s.i., every system
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(R@S,k, m) is L.s.i., hence one can form 7[r[h]], and for symmetrical reasons,
v[r[h]]. Without any hypothesis on h, (7 + v)[h] does not make sense, but,
with 7 := o™, v := —o~, w[v[h]] and v[x[h]] yield two candidates for the
normal form o[h]. To sum up :

(i) Associativity is the key to the general case.

(i1) It is enough to investigate associativity in the case of lopsided feedbacks.
Obviously :

(i) When the feedbacks are positive, everybody is l.c.i. and associativity
holds : 7'[x[h]] = 7[#'[h]] without any hypothesis on h.

(11) Symmetrically when the feedbacks are negative : v/[v[h]] = v[v/'[h]].

(i7i) When the feedbacks are of different sign, we know that associativity
works under the strong hypothesis that (H,h, 7 + v) is semi-invertible.
Without hypothesis on h, we can prove an inequality.

Lemma 15.1
If 7 is positive, then w[h] = inf, 7[h*].

Proof : W.r.t. the decomposition H = R @ 7, let h = . Assuming

A B*
B C
(H, h, ) invertible, w[h*] = pA + p?B*(m — uC — (1 — p)m) B + (1 — p)R.

Observing that m — uC — (1 — p)m = p(m — C), we eventually get :

m[h*] = pxh] + (1 — w)R = m[h]* (23)
Since both sides of equation (23) commute to Lu.b., we conclude that the
equation holds for arbitrary h. From this one easily concludes. O

Lemma 15.2
If v is negative, then v[h] = sup, v[h,].

Proof : Symmetrical. O

Proposition 15
If the independent feedbacks ,v are respectively positive and negative and
(H,h, 7 + v) is a cut-system, then :

mlv[hll < v[x[h]] (24)

Proof : For the semi-invertible hy, h”, associativity holds. Then
m[v[h]] = sup,(m+v)[h,], essentially by lemma 15.2. Symmetrically, lemma 15.1
yields v[r[h*]] = v[r[h]]. Using hy < h < h* we eventually get (24). O

But there is no hope to prove equality following this pattern. This the ultimate
point one can reach by “continuity” techniques.
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6.3 Positive Feedbacks

A B*

B C} w.r.t. the direct

In what follows, 7 is a positive feedback, and h = l

sum decomposition H = R ¢ .

Theorem 9 (Minimality)
w[h] — A is the smallest operator A’ of B(R) such that

{ A —B*

Proof : We first assume (H, h, 7) invertible ; let k be the block corresponding
to the choice A’ = B*(m — C)B in equation (25). Then

k(zoy)|zoy) =
(B*(m = O)'B)(x) | z) — (B(z) | ) — (B*(y) | ) + (v — CO)(») | )

Let 2’ := (7 — C)7Y2B(z), v := v/7 — C(y). Then the right-hand side of (26)
rewrites as (2 | 2') — (y' | 2/) — (@' | ¥) + (¥ [ ¥) = (&' =y [ 2’ — ¥), and
is therefore positive. This expression vanishes for ' = ¢/, and this shows that
the first term (2/ | /) = (B*(w — C)7!B)(z) | ) actually takes the minimum
possible value making (26) positive.

Let us quickly conclude : if 7—C is not invertible, then 7—C = inf)(7—C,).
In (26), change C into C,, then o[h] remains equation ; solution of the since
o[h] = sup, o[h,], it is indeed the smallest solution working for all A, i.e.,
working for C instead of the C,. O

(26)

Remark 12
Since h <1, A" =R — A enjoys (25) ; from this we get 7[h] <R, consistently
with ||x[h]|| < 1.

The next result relies on the folklore of operators see appendix C.8.

Theorem 10 (Resolution)
m[h] — A = ¢*¢, where 9 is uniquely determined by the conditions :

Vvoi—C-¢Y =B (27)
dom(r —C)-¢p =1

Proof : Assume that /7 — C-1 = B, and let A’ := ¢*% ; then equation (25)

holds : in the computation of (26), replace (m—C)~'/2B with 1. The expression

vanishes for 2/ = ¢/, i.e., ¥(z) = /7 — C(y). This is possible only if ) has its

range included in dom (/7 — C), equivalently, see remark 17 in appendix C.8,

only if dom(w — C) - ¢ = 2.



Gol 1TV 29

It remains to show the existence of v ; in view of proposition 19 (and
remark 17), it is enough to show that BB* < k- (7 — C), for a certain real k.
Let t by € H ;since h<T:

(I-h)(zoy)[zoy) =
(R =A)@) | z) + (B(z) | y) + (B"(x) | y) + (7 = O)(y) [ y) 2 0

Now, the same high-school technique used in the proof of the Cauchy-Schwarz

inequality yields [[(B(z) | y)[|* < ((R = A)(z) | z) - (= = C)(y) | y). Taking
x = B*(y), we get (BB*(y) | ¥)* < R —A|l - [[B*(y)|I* - ((m — C)(y) | y). Using
the familiar (BB*(y) | y) = ||B*(y)||?, we eventually get :

BB" < |R—AJl - (r — C) (25)
we got our inequality, with & = ||R — A||. O

Definition 16 (Resolvant)
Let (H,h,m) be a cut-system with a positive feedback, and let ¢ be as in

theorem 10. We define the resolvant res(h, ) := [2 % } .

Remark 13
It is easily shown that [[res(h, )| = [|A + ¥*| < 1.

Corollary 10.1
The cut-system (H,h, ) is equivalent to its resolvant :

w[h] = w[res(h, )] (29)
Proof : w[res(h, )] = A+ ¢*1. O

6.4 Negative Feedbacks

The case of a negative feedback v is symmetrical. One introduces the resolvant

res(h,v) := —res(—h, —v) and one checks, using proposition 14, that :
v[h] = v]res(h, v)] (30)
Proposition 16
If 7 positive and v negative are independent, then res(res(h)v)m = res(res(
A B* D*

Proof : W.r.t. the decomposition H = R & 7 @ (—v), let h = B C E*

A b*l di*
Let k; := res(res(h)v)m and ko := res(res(h)m)v : k; = |[b; 0 ¢&*|. We
dz €
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must show that k; = kg, what we do coefficientwise. All these coefficients are
unique in some sense, the unicity being characterised by their range and/or
domain see definition 18 in appendix C.8. For instance b; and d; are with
respective ranges included in dom(m — C) and dom(F — v). The case of ¢; is
more complex : its range is included in dom(F — v), and its domain is included
in dom(m — C). So far so good, the coefficients satisfy the same range/domain
constraints.
Now let us look at the precise equalities defining our coefficients :

(i) V7 — C-b; =B, hence b; = bs.
(ii)) VF —v-d; =D, hence d; = ds.
(i) (VF—v-e)) - vi—C=E VF—v-(eg-vm—C)=E;again, e = e.

|

6.5 The Solution

It is plain from the discussion of section 6.2 that, if we can prove that lopsided
feedbacks of opposite sides associate, we can define :

Definition 17 (Normal Form)
Let (H,h,o) be a cut-system ; we define its normal form by :

ofh] := (=0 ")l [h]] = o [(—o7)[h]] (31)

Theorem 11 (Lopsided Associativity)
Assuming that m (positive) and v (negative) are independent :

mv[h]] = v[=[h]] (32)
Proof : w[v[h]] = w[v]res(h,v)]] ; with ¢ := 7 + v, since (H,res(h,v),0) is
Ls.i., w[v[res(h,v)]] = v[r[res(h,v)]] = v[r[res(res(h,v), n)]] = ofres(res(h,v), )].
In the same way, v[n[h]] = ofres(res(h,n),v)]. The theorem is therefore a
consequence of proposition 16. O

Corollary 11.1
With notations coming from the proof of proposition 16, the normal form is
given by :

o[h] = A+ b*(e*e + m)b — b*e*(ee* — v)'d — d*(ee* — ) 'eb — d*(ee* — v)"'d

(33)
Proof : basically one must inverse e } , whose square is T+ee 0 n
& v 0 —v +ee

From this one easily gets (33). O
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Remark 14

Since (ee* — )71

! we can also express the normal form by :

e=ce(ee+m)”
o[h] = A+b*(e*e + )b — b*(e*e + ) 'e*d — d*e(e*e + 7) 'b — d*(ee* — v)"'d
(34)

Theorem 12 (Full Normal Form)

The normal form -[-] is the only associative and order-monotonous extension
of definition 8 (the invertible case) commuting to Lu.b. (resp. g.I.b.) of Ls.i.
(resp. u.s.i.) systems. It enjoys the analogues of the stability theorem 4 and
the winning theorem 5.

Proof : There are obviously enough constraints to make this extension unique.
As to monotonicity, and —say— commutation to lL.u.b. of l.s.i. systems, use
the definition ofh] := o*[(—o)[h]] : if (H,h,0) is Ls.i., then (H,h,—07) is
invertible (this is the definition). This shows that our definition extends the
l.s.i. case, and we are back to section 5.2. Associativity is almost obvious :

(o +7)[h] = (™ =7)(e™ + 7)[h[] = 7~ [o~ [ o [h]III
=7 [ o [o " [hI1] = 7lofhll

As to stability, if (H, h,o) C (H,k, o), then there exists £ such that

0 = Eo and h =k&. But then (0 + 0?)€ = E(0 + 0?), ie., 07€ = Ea,
hence (H,h,o") C (H,k,o"). From this o*[h] C o*[k]. Since 0=& = €07,
we get (H,o"[h],07) C (H,o"[k],07), i.e., of[h] = o[k]. We skip the part
on conditional infima.

Finally, we already know that bipartism is preserved by the normal form in
case of a l.s.i. system. In order to conclude, it is therefore enough to remark
that the normal form commutes to g.l.b. of decreasing nets of the form h*, see
proposition 17 below. O

We like to state independently the last fact mentioned in the proof : this
limited amount of general order-continuity is useful !

Proposition 17
o[h] = sup, o[h,] = inf, o[h*].

Proof : While proving proposition 15, we established the inequality
ot[o~[h]] < supyo[hy] <inf, o[h*] < o~ [o*[h]], but
o [o~[h]] = olh] = o~ [o*[h]]. O

Remark 15
The previous commutations do not ensure general order-continuity, see next
section.
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6.6 Order-Continuity : a Counter-Example

The counterexample is obtained by successive simplifications : commutation
to g.l.b. in the case of a positive feedback, indeed a hyperplane.

(i) Let H := C(?;ify = (y;) € (?is of norm 1/4, then ||1/26—2y||* = 1/2,

and (1/2 & —2y)(1/2 ® —2y)* = {1_/;1 Lg;;*] is of norm 1/2. Then

[O y *} is of norm 1/2 as well.
y —4yy

(ii) Let m, C €% m, = {(x;) ;Vj > n z; = 0} and let 7 = (% Then
/2 — 7, /4 and w/4 are of norm < 1/2.

(i) If C, = w/2 — m,/4 — dyy*, C := 7/4 — 4yy*, and h, = [2 Zé }

then (h,) is a decreasing net of hermitians of norm < 1, whose g.1l.b. is
_ |V
e o]

(iv) Assume that all coefficients y; are non-zero. Then y ¢ rg(m,). From this
sup{a; ayy* < m,/4} = 0. Since |lyy*|| = 1/16,
sup{a; ayy* < 7/24m,/4+4yy*} = 12. But /24w, /4+4yy* = 7 —C,,
la vy
m—C,

and ayy* <7 —C, iff h, := is positive. From this we get

wlh,] = 1/12.

(v) The same computation, but done for h, yields :
sup{a; ayy* < 37/4 + 4yy*} = 16. From this «[h,] = 1/16.

(vi) n[inf, h,] < inf, w[h,], that’s our counter-example.
Summing up :

Theorem 13 (Order-Discontinuity)
The normal form o[-] is not order-continuous.

Remark 16

Remark that the C, do not commute. If they were commuting, the commuta-
tion to infima would reduce to pointwise computation w.r.t. a basis —may be
“continuous”, in which all the C,, are “diagonal”.
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A Geometry of Interaction

A.1 Cut-Elimination

The essential'® principle of reasoning is the use of lemmas : in order to prove

B, first prove it under the hypothesis A, then prove (the lemma) A ; this is
expressed by Modus Ponens :

A A= B

Iz (35)

reformulated by Gentzen in his sequent calculus ; a sequent I' = A consists of
two finite sequences I' = Ay, ..., A,, and A = By, ..., B, of formulas separated
by the “turnstile” F, with the intended meaning that the conjunction of the
A; implies the disjunction of the B;. Sequent calculus is organised along the
“rule you love to hate”, the cut-rule :

TFAA AT FA
T T'FA,A

(36)

which contains Modus Ponens as the particular case I' = A =17 = (),

A’ = B. The cut-rule emphasises the fact that A occurs twice, once negatively
(a hypothesis) once positively (a conclusion). These two occurrences “cancel”
each other ; later on, this cancellation will be rendered by a partial symmetry
o swapping the two occurrences of A.

This cancellation is virtual ; however there is a process known as cut-
elimination'” which allows one to replace —under certain hypotheses— a proof
with cuts with one without cuts, a cut-free proof. This process is long and
tedious, and uses many “cooking recipes”. A proof without cuts, without lem-
mas, is usually unreadable, but more explicit ; and, by the way, cut-elimination
is related to the problem of finding “elementary proofs” in number-theory'®.
The structure of cut-elimination is better understood through natural deduc-
tion, or through (isomorphic) functional calculi, such as A-calculus, in which
Modus Ponens is nothing but the application of a function f which maps A
into B to an argument a in A, yielding f(a) € B, compare equation (35) with :

acA feA=1B

37
fla) € B o

The various versions of A-calculus are governed by the equation :
(Axt)u = t{u/x] (38)

16 A basic reference for this section is [15].
I"With variants, such as normalisation in natural deduction or A-calculi, see below.
18 And has sometimes been successfully used to this effect.
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Azt is the function associating ¢, an expression containing x, to the argument
represented by a variable x ; the equation looks therefore like a mere trivial-
ity... but a very powerful triviality, the extant A-calculi being able to represent
computable functions :

Typed A-calculi : Typically system F which contains all computable termin-
ating functions whose termination can be proved within second-order
arithmetic. There is no hope to find a terminating computable function
not representable in IF, the only exceptions being obtained through ad
hoc diagonalisations, i.e., by cheating.

Pure A-calculus : In typed A-calculi, there is a “super-ego”, typing, which
forbids certain “non-logical” combinations —in the same way the choice
of names can be used to avoid incest'. In pure A-calculus, a function
can be applied to anything, including itself. This calculus contains all
computable functions, most of them partial, i.e., non-terminating. In the
absence of typing, there is no way to tell the wheat from the tares, i.e.,

to individuate the total functions?.

A.2 Categorical Interpretations

The Church-Rosser theorem?! states that cut-elimination is associative, i.e.,
that we can apply equation (38) in any order. Concretely, this means that, in
A-calculi, the composition of functions is associative ; the functional intuition
is therefore correct. But where to find such functions ?

Set theory is inadequate : the interpretation of self-application would lead
to Russell’s paradox, and, by the way, one can see pure A-calculus, which is a
“naive” function theory, as the “correct” version of naive set-theory. In both
cases, every operation has a fixpoint : in set-theory the fixpoint of negation —
constructed by Russell’s paradox— is a contradiction ; pure A-calculus avoids
the pitfall by allowing undefined objects, i.e., non-terminating computations :
for instance, if we try to mimic the fixpoint of negation we obtain a never
ending process.

Set-theory being too brutal, people turned their attention towards category
theory. Is it possible to replace “functions” with morphisms 7 The answer is
positive, and at work in Scott domains. The idea is to make a category out
of certain topological spaces, so that our functions are continuous morphisms.
The main difficulty is to have the function space hom(X,Y) to be in turn a

9Tn Gol, typing is responsible for nilpotency.

20The problem of making total a partial algorithm is of the same nature as the problem
of extending an unbounded operator to the full Hilbert space, a pure nonsense !

2L A good reference for this section is [2].
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topological space of the same nature, not to speak of the continuity of the
canonical operations, e.g., the composition of morphisms. To make the long
story short, the operation succeeded, the equation

D ~ hom(D, D) (39)

which produces a domain isomorphic with its function space, has a solution :
what was exactly needed for A-calculus.

. But the patient was dead ; the challenge of making continuous too
many canonical morphisms was too heavy, and Scott domains are far astray
from standard topology : for instance, they are never Hausdorff.

More recent investigation with Banach spaces [12] help us to understand
the problem in standard topological terms : the function space hom(X,Y") can
be seen as the space of analytical maps from the open unit ball of X to the
closed unit ball of Y. Composition is problematic, since it would involve the
extension of a bounded analytic map defined on {z;||z| < 1} to {z; ||z|| < 1},
an operation already desperate when X = C. So there is no real®* continuity
in cut-elimination.

If we look carefully, Scott domains are indeed ordered sets, and continuity
is just commutation to least upper bounds. This aspect of Scott’s contribution
is beyond criticism : more, it is extremely important. But this does not justify
the building of a sort of “counter-topology”. In this paper, cut-elimination
is explained by the inversion of a hermitian operator on Hilbert space. The
solution found in the invertible case is extended by various methods, including
l.u.b. and g.l.b., to the general case, but is not even order-continuous.

A.3 Stability

Instead of explaining commutation to l.u.b. by topology, I prefered to use com-
mutation to direct limits ; direct limits usually socialise well with pull-backs,
and this apparently minor change of viewpoint introduced stability as commut-
ation to pull-backs, a notion with no topological interpretation. This led to
coherent spaces®, partly rediscovering earlier work of Berry [3]. Anticipating
on a further discussion, there are two ways of presenting them :

Essentialist : A coherent space X is the pair (|X|, <) of a carrier (a set)
|X| and a coherence < on |X]|, i.e., a binary and reflexive relation. A
cligue a C X 1is any subset of the carrier made of pairwise coherent
points. The main operations on cliques are directed unions (i.e., direct
limits) and conditional intersections (i.e., pull-backs) aNb, provided aUb

22Neither “actual”, nor “compatible with R.”
Z3Gee for instance [15].
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is a clique . The main theorems basically rest on the (linear) negation
~X := (|X], <) —= meaning “incoherent or equal”— and on the basic
remark that a clique and an anti-clique intersect on at most one point :

aC X,bC ~X =f(anbd) <1 (40)

Existentialist : Instead of working with coherence (cliques), we admit ar-
bitrary subsets of the carrier |X|, and we say that two such subsets
a,b C | X| are polar when #(aNb) < 1. We can define a coherent space as
a set of subsets of the carrier equal to its bipolar ~~ X. This alternative
definition is shown to be equivalent to the “official” one : observe that,
if X =~~X and z,y € | X| then either {z,y} € X or {z,y} € ~ X, the
disjunction being exclusive when x # y ; from this one easily recovers
the coherence of X : zCy < {z,y} € X.

This discussion may seem extremely philosophical, i.e., for the common sense,
a gilding of the lily. It takes all its significance when one tries to get rid of com-
mutativity, i.e., when one considers the carrier as the basis —among others—
of a complex vector space. There is no way of speaking of a coherence relation
on a vector space, but there is still the existentialist version, for instance, we
could replace subsets with positive hermitians, and the cardinal (the dimen-
sion) with the trace, so as to define polarity by tr(hk) < 1. This is what we
did in quantum coherent spaces, see [14]. By the way there are still major vari-
ants of coherent spaces, typically the hypercoherences of Ehrhard [7], which
lack an existentialist approach ; and this is not a meaningless “philosophical”
digression.

A.4 Geometry of Interaction

Equation (38) defines a universal algorithmics®?, but there is something strange
in this equality, one side is more equal than the other. The equation is indeed
treated as a rewriting :*

(Axt)u ~ t{u/x] (41)

which a priori makes no sense in category theory. The question is therefore
to decide whether this rewriting is pure engineering, or —in the same way the
original “cooking recipes” of cut-elimination admitted a categorical (static)
interpretation— if it admits a decent mathematical interpretation.

Geometry of interaction (Gol) is a dynamic explanation of logic, based on
operator algebras. A (cut-free) proof (of a sequent) is represented by a square

2For this section, the reference is the first four papers on Geometry of interaction [8, 9,
10, 11].
25Gee for instance [15].
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matrix whose entries are bounded operators on a given Hilbert space H ; the
dimension of the matrix corresponds to the number of formulas in the sequent.

Here, beware of possible misunderstandings : operators are functions on
Hilbert space, and they are in turn used to interpret functions (those coming
from A-calculus) ; but the composition of functions has nothing to do with
the composition of the associated operators. For instance, the identity axiom
of logic A F A, (which roughly corresponds to the identity function A\zx)

is interpreted by the anti-diagonal matrix : {(I) (I)] where [ is the identity

operator on H. The matrix is 2 X 2, the two rows/columns corresponding to
the two occurrences of A. The anti-diagonal matrix should be viewed as a
common electronic device, the extension cord : the two A (the two copies of
H) correspond to the two plugs through which some alternative current (an
element of H) may enter/exit. The matrix says that everything coming from
the left exits on the right without change, and similarly from right to left : in
real life, an extension cord works in this way, in both directions, even if our
choice of plugs male/female tends to make them unidirectional ; but this is
only a “super-ego” designed to avoid accidents?S.

In presence of cuts, the pattern is slightly modified ; typically, if cut-free
proofs of I' H A, A and A,I" F A’ are interpreted by matrices M and M’
(respectively indexed by I'yA; A and A,I";A’) then (renaming the second
A as A’), the proof obtained by applying the cut-rule (36) is the matrix

h — {]\04 ]\(/)[/} indexed by I') A, A, A", T, A’ ; to this matrix is added an-

other matrix, the feedback o = with only two non-zero entries,

oaar = oaa = 1. The name feedback suggests that some output of h is given
back to h trough o. Indeed, Geometry of Interaction explains cut-elimination
as the I/O diagram of this system.

We shall have plenty of space to conceptualise this, so let us solve the
equation in the simplest case, namely that of a Modus Ponens with an identity
axiom :

FA AFA
TFA (42)
Obviously, if the original proof of A corresponds to a 1 x 1 matrix [a} then
a 00 0TI O
h= |0 0 I and 0 = |I 0 0 |. The I/O equation corresponding to
01O 0 0O

26Tf the cord were not bi-directional, there would be no need for heavy precautions, a
different colour would suffice.



Gol IV 38

the feedback consists in, given z € H, finding z, 2',y, 1/, 2/ € H such that

h(z@ydz)=2"dy &2 (43)
o'y ®d)=cdysa0
The solution is obvious : 2’ = a(x),y = 2,2/ =y, y = 2/, = ¢/, hence
r=y =z 7 =y=2a2" =a(x) = a(z). Viewed from outside, the system yields,
given the input z, the output 2’ = a(z). If we rename the three occurrences of
A, from left to right, as A, A’, A”, what we actually did was, given some device
a communicating through plug A and some extension cord exchanging plugs
A’; A" to physically plug A with A’. The resulting system behaves like a, but

now trough the only “bachelor” plug, A”.

/

A.5 Gol : Main Results

First the good news, it works. The interpretation of logic, or A-calculus, in-
volves the identity axiom and the cut-rule, that we both explained ; it also
involves the interpretation of various logical operations (conjunction, disjunc-
tion). It turns out that all these operations are indeed #-isomorphisms between
matrix algebras ; typically binary connectives make use of an isomorphism re-
placing a n+1 x n+ 1 matrix with a n x n matrix with coefficients in the same
B(H), which can be done by means of an isometry H & H ~ H, equivalently
two partial isometries®” p, q of H such that

Pp=qq=1

44
pp* +aq” =1 %4

The main result of Gol is that cut-elimination, normalisation, correspond to
the solution of the feedback equation between h and o. In fact the correspond-
ence is not quite exact, the two coincide only in certain cases, but these cases
are the “important” ones. In fact Gol corresponds to sophisticated reduction
techniques, typically Lamping’s optimal reduction for pure A-calculus, see [16].

A last idea came from Gol : it clearly distinguishes between “before” and
“after”, i.e., the two sides of the rewriting (41), in this respect, this is a progress
over categories. But more, it gives a meaning to the computation itself :
remember, when we solved the basic, case of the feedback equation (43), we
had to give values, in function of the input z, to the output 2/, but also to
“internal values”, x, 2, y, 3. The operator associating =’ @y’ @2’ to the input z
plays the role of the computation process. In this respect, the typed (logical)
cases treated in [9, 11] differ from the (non-logical) case of pure A-calculus
treated in [10] : in the typed case, the execution operator is bounded, whereas
in the pure, untyped case, the execution is generally unbounded.

27See C.6.
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A.6 Augustinian Considerations

The opposition between essentialism and existentialism, Thomas and Au-
gustine, is central in logic. Essentialism explains things as “coming from a
hat”, existentialism is more interactive, and, maybe, more modern. An essen-
tialist version of ethics is “follow the rule, because it is the rule”, an existential-
ist version would be “try to defeat the rule”. Logically speaking, essentialism
refuses untyped notions, i.e., objects that are not born with a pedigree ; exist-
entialism accepts them all, and later puts some labels on them, depending on
their behaviour, see [14] for a discussion. “Proofs as functions” and “Proofs
as actions”, can be seen under the light of this opposition :

% Logic is surely born essentialist. If you don’t understand what this
means, just remember Tarski’s definition of truth “A A B is true iff
A is true and B is true” : behind the conjunction A stands a “meta-
conjunction”. Essentialism, the primality of essence, is the claim that
everything preexists as a meta..., and the meta as a metameta, of
course !

% The functional paradigms, typically untyped A-calculus, would rather
present functions as primitive, let us say that they are given by programs,
and formulas as comments, specifications. It is plain that the essence (the
specification) is posterior to existence (the program)®® ; bad programs
do exist, they breakdown, but if only good programs were in use, certain
companies wouldn’t sell that much !

Even the idea of a category-theoretic interpretation can be read in a Thom-
ist way : equality is the application of diagrammatic essences (e.g., limits,
colimits).

A.7 Gol : Limitations

The first truly existentialist explanation of logic came with the proof-nets of
linear logic, which inverted the tradition : starting with diagrams as sort of
“wild graphs”, compose edges by shortening of paths. The logico-categorical
(essentialist) description of vertices as formulas/objects is now posterior to
existence (here, the physical drawing of paths in a graph) ; the formula written
on a vertex of the graph is a comment on the topological status of this precise
vertex inside the graph. This is the meaning of the correctness criterion of
proof-nets, seen as a topological property of graphs, acyclicity, see [5].

28The functional explanation of logic, due to Kolmogorov has been violently attacked by
another figure of Thomism, Kreisel : in [19] he claimed that everything should be relativised
to a given formal system. Logic should presuppose logic. ..
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Geometry of interaction is nothing but an infinite-dimensional generalisa-
tion of proof-nets, but it no longer meets our implicit Augustinian standards.

Operators : To any proof/A-expression, Gol associates a pair (h,o). The
feedback equation is solved by proving that oh is nilpotent, i.e., (¢h)” = 0
for some n [9, 11], with a weaker version for pure A-calculus [10], weak
nipotency : ((oh)"(x) | z) — 0 for all x € H.

Associativity : It was necessary to establish some structural properties of
the solution, typically associativity, which deals with iterated feedbacks.
Here we started to work against the spirit of operator algebras ; in order
to ensure that certain compositions of partial isometries are still partial
isometries, we were led to very artificial restrictions.

To sum up : when we follow logic, h and ¢ are always partial symmetries. But
one can represent them in such a way that, w.r.t. a basis given in advance,
they correspond to partial bijections. In other terms, all this work eventually
amounts as a calculus of partial involutions of N ! Again the work was non-
trivial, but didn’t really go into the very heart of operator algebras.

A.8 Quantum Coherent Spaces

Under the influence of Quantum Computing, esp. the recent work of

Selinger [20], I was able to revisit the static interpretation (coherent spaces) in
the spirit of quantum interaction. The result is Quantum Coherent Spaces [14],
QCS for short. To sum up, QCS are rather satisfactory, as an Augustinian
approach to logic, even if they are limited to finite dimension. The basic
idea is that the points in Scott domains, coherent spaces, ... are like the
distinguished basis of a Hilbert space, and that everything coming from logic,
A-calculus is well-behaved, e.g., diagonal w.r.t. this basis. If we forget this
distinguished basis, it turns out that everything still makes sense, but it now
looks “quantum”. That’s an existentialist twist : when a function meets an
argument which was not designed for it, nothing happens in the essentialist
world (forbidden !) ; in the real world, the interaction takes place anyway
(measurement, reduction of the wave packet).

The limitation of QCS to finite dimension seems to be absolute. This is
why the idea of using Gol (much more flexible) is extremely natural®®. But, in
this new round of Gol, we shall get rid of any artificial (essentialist) restriction,
in particular, of any commitment to a particular basis.

29Tn both cases, the identity axiom flips two copies of the same H ; in QCS, it flips H® H,
in Gol, it flips H @ H, which is incredibly better !
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B The Tortoise Principle

The Tortoise Principle, at work in the proofs of theorems 2 and 5, exchanges
a structural simplification of the feedback equation, against an enlargement of
the Hilbert space. By the way, the feedback equation itself is an application
of the Tortoise Principle, to a simpler, but less manageable, equation : see
section B.2 below.

B.1 An Unexpected Contributor

Although he was Professor of Logic in Oxford, Lewis Carroll didn’t make any
significant contribution to his official field. He is mainly remembered for his
photographs of young girls like Alice Liddell, and also for nonsense books
like the two Alice. His short story “What the Tortoise said to Achilles” is a
sort of endless chasing of Modus Ponens, our cut, our feedback. Basically, a
Modus Ponens between A and A = B is replaced with another one between
AN(A = B) and (AA(A = B)) = B ; this replacement —or rather simplified
versions of it— is what I call the “Tortoise Principle”. To understand the
technical interest for a modern reader, let us follow the convention of using
subscripts, to avoid confusions. One originally starts with a Modus Ponens
between A; and Ay = Bj ; for us, it means a hermitian f of F := H{®H2 D G4,
together with a feedback exchanging H; and Hs ; the output (eventual solution
of the feedback equation) is a hermitian of G;. The second Modus Ponens
between A; A (A2 = By) and (As A (A4 = Bs)) = Bs, is a hermitian k of
K:=(Hi®OH2DG1)D(Hs®H4DG2DGs), together with a feedback exchanging
H1 and Hs, Hs and Hy, G; and Gs. The output of the feedback equation is a
hermitian of G3, strictly isomorphic with the output found in the original case.

So what did we gain in this complication ? Look at f : we know very little
about it. Now look at k ; if we adopt the block decomposition suggested by

our use of parentheses when we defined IC, it can be written {g ﬂ The

point is that h is perfectly well-known : it is the interpretation of the standard
tautology (A A (A = B)) = B. What is unknown, “variable”, i.e., f, is now
wholly located in the support Gs* of the feedback.

If you are not convinced of the interest of this Tortoise principle, try to
prove directly that the normal form of a bipartite system is still bipartite !
No doubt, you can make it, by a tedious equality chasing, after correcting a
few errors of signs. But, with an appropriate use of the Tortoise, it reduces to
showing that the inverse of a bipartite hermitian is bipartite, and the length
of the equality chasing in proposition 8 remains decent.

If we count the number of atoms in the original Modus Ponens, they are four
(we have to count the conclusion) ; Tortoise doubles it to eight, the following
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step to sixteen, etc. But all the conceptual simplification, and the relevance to
logic, is located in the first step. The infinite iteration performed by Carroll
—in order to get a sort of mock Zeno’s paradox— is pointless, as expected
from the master of nonsense : a pleasant —but somewhat superficial author—
who stumbled —accident or intuition, who knows ?— on ideas that would only
take shape in the mid 1930’s —with the work of a genuine logician, Gehrard
Gentzen.

B.2 Example : Cut vs. Composition

Indeed the Tortoise Principle has implicitly been used in our very basic for-
mulation of what is a cut-system. If we come back to the original idea of
composition, we must deal with a sort of general Modus Ponens, essentially
the syllogism Barbara “all R are S, all S are T, hence all R are T” :

R=S S§=T
R=T

If the (given proofs of) the two premises are expressed by means of operators
fe BIR®S), g€ B(S®T), then composition amounts at solving, x € R,
z € T being given :

(45)

feey) =2y

gy ©z2)=yd7 (46)

and the output is the operator which yields 2’ @ 2’ as a function k(z @ z).

The main advantage of this formulation is that it is close to what we have
actually in mind : a duality. But, technically speaking, it is awfully complex :
besides the fact that f,g are hermitians of norm at most 1, we know strictly
nothing.

Here comes the Tortoise : introduce the space H = R PSS & 7T, and
let o be the partial symmetry swapping the two S,
clxdydy @z) =00y dy ©0. It is immediate that solving (46) is
the same as solving the feedback equation for (H,f @ g, o). Moreover, the
feedback equation is just a particular instance of (46), where R, S, 7, f, g have
been respectively replaced with R @ 7,S @& S,0,f ® g, 7, where 7 is the total
symmtry swapping the two copies of S.

We obvious lost the symmetric character, for instance we seldom allow
changes of feedback®. But we gained the fact that the feedback is a partial
symmetry, i.e., almost the simplest case of a hermitian operator.

Associativity is the question arising when we add a third equation to (46)
(withhe B(T oU)) :

h(z ®w)=2dw (47)

300nly exception : associativity.
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we can either “solve” (46) + (47) in a single step, or do it in two steps, e.g.,

first solve (46), which yields k € B(R & 7)), then solve (47)+ (48)
k(z®z2) =2 @u (48)

The Tortoise expresses the system of three equations (46) + (47) as a cut-
system (ROSOSDT &7 ®U,f + g+ h,o0+7), where T swaps the two copies
of T, and associativity really translates as (6+7)[f + g + h] = 7[o[f + g + h]].

C Operator-theoretic Basics

These materials are covered by many textbooks, my favourite one being [17].

C.1 Bounded operators

We are working on a complex Hilbert space H, equipped with the sesquilinear
form (x | y), linear in z, anti-linear in y. We are mostly interested in the space
B(H) of bounded, i.e., continuous, operators (i.e., linear endomorphisms) on
H. As usual, u* denotes the adjoint of u, i.e., the unique operator satisfying
(u(z) | y)y = (x| u*(y)) for all z,y € H. The identity operator of H is noted
I, or even ‘H in case of ambiguity as to the underlying Hilbert space ; the null
operator is noted 0.

C.2 Topologies

Several topologies are of interest on the complex vectors space B(H), we list
most of them below, in decreasing strength ; remember that to be stronger
means to have more open (more closed) sets, i.e., less converging nets®'. The
three topologies below make sum and scalar multiplication continuous :

Norm : The norm |ul| = sup{||ul[(z) ;[[z]| < 1} makes both product and
adjunction continuous, indeed ||Aul| = |A| - [|ull, [uv|| < |Ju]| - [|v]],
|lu*|| = |Ju]| ; B(H) is complete, i.e., it is an involutive Banach algebra.
But, last but not least, as a consequence of the Cauchy-Schwarz inequal-
ity, |[uu*|| = ||ul]?, making B(H) a C*-algebra.

Strong : The net (u;) strongly converges to u when for all x € H ||u;(z)—u(z)]]
converges to 0. The strong topology seems a bit weird, since adjunction is
not strongly continuous. The main point is that composition u, v ~» uv is
strongly continuous, provided the argument u remains bounded in norm.

31 Generalisation of sequences : a net is a family indexed by a non-empty directed ordered
set.
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Weak : The net (u;) weakly converges to u when for all z,y € H (u;(z) | y)
converges to (u(z) | y). Good news, adjunction is weakly continuous,
but composition is only separately continuous, which is not enough in
practice. But, as a compensation, the unit ball B;(H) := {u; [Ju]] < 1}
is compact.

For strong convergence, ||z|| < 1is enough, and for weak convergence, ||z||, ||y| <
1, and even x = y is enough. The inequality : [(u(z) | y)| < [Ju(x)] < [Jul| is
responsible for the relative strength of the topologies.

C.3 Normal Operators

An operator is normal when it commutes to its adjoint : uu* = u*u. A normal
operator generates a commutative C*-algebra, which is isomorphic —through
the spectral calculus— with the space of continuous complex-valued functions
C(sp(u)) on the spectrum sp(u). The spectral calculus maps u to the inclusion
map &, : sp(u) C C.

The most common operators are normal, among them :

Unitaries : uu* = u*u = 1. They correspond to isometries of Hilbert space ;
by the spectral calculus, they are exactly those normal operators with
spectrum in the unit circle T := {z; |z| = 1}.

Hermitian : They are such that h = h*, they are also called self-adjoint. By
the spectral calculus, they are exactly those normal operators with spec-
trum in R. Positive hermitians are exactly those normal operators with
spectrum in R* ; the typical positive hermitian is any operator uu*. In-
deed any positive hermitian h is of this form, and u can even be chosen
positive, just take u = v/h, which makes sense, since the function Na
is defined and continuous on sp(h) € R*. Among the standards of
the spectral calculus, the decomposition h = h™ — h™ of a hermitian as
the difference of two positive hermitians : apply the spectral calculus
to the real functions ™ := sup(x,0) and 2~ := sup(—=z,0), and ob-
serve that hth™ = h~h™ = 0. We use the notation Her(H) for the set
of bounded hermitians operating on H ; more generally, we can indic-
ate the spectrum, e.g., Herp q)(H) will denote hermitians such that
sp(h) C ]—1,+1], or the norm, e.g., Her<;(H) consists of hermitians of
norm < 1, and Her-1(H) of hermitians of norm < 1. Finally, Her*(H)
will stand for positive hermitians.

Normality is not that interesting beyond these two cases : for normal operators
don’t socialise. This is neither the case for unitaries (closed under product,
inversion, multiplication by a scalar of modulus 1), nor hermitians (closed
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under addition, multiplication by a real scalar ; positive hermitians are closed
under addition and multiplication by a positive scalar).

C.4 The Pointwise Order

The standard definition of positivity is pointwise :
(h(z)|2) =0  (xeH) (49)

In fact the quadratic form Q(z) := (h(x) | x) determines h, and conversely,
any bounded and positive quadratic form

0<Q(x) < Mzl (r € H)
Q(\z) = |M\*Q(z) (x e H,A e C) (50)
Qz +y) + Qz —y) = 2(Q(x) + Q(y)) (z,y € H)

can uniquely be written Q(z) := (h(z) | ), with h € HerZ (H).

Positive hermitians induce a partial ordering of Her(H), which is defined
pointwise by :

h<k < VeeH (h(z)]|z)<(kx)]|z) (51)

A (monotone increasing) net of hermitians of Her(H) is a family (h;)(i € I)
indexed by a (non-empty) directed ordered set I (I is not supposed to be
denumerable), and such that

1< j=h; <h; (52)
A bounded net admits a L.u.b. h = sup,¢; h; defined by

(h(z) | z) := sup(hi(z) | z) (53)

el

The equation makes sense since the (h;(x) | x) are bounded, and it defines
a hermitian, i.e., a positive quadratic form, because of the directedness of I.
Although h is defined as a weak limit, it appears to be a strong limit :

Proposition 18
If h = sup,¢; h;, then h; — h in the strong-operator topology.

Proof : See lemma 5.1.4.in [17]. O

For obvious reasons, symmetric results hold for monotone decreasing nets (ex-
istence of g.Lb., strong convergence).
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C.5 Projections and Symmetries

An operator which is both hermitian and unitary enjoys u? = u, let us call it
a symmetry ; symmetries are exactly those normal operators with spectrum
in {-1,+1} = RNT, ie., in Her{_;413(H). An idempotent hermitian is
called a projection, and among normal operators, projections are those with
spectrum in {0,1}, i.e., in Herg13(H). On the Hilbert space H, a projec-
tion can be identified with its range R = rg(h), which is a closed subspace :
using the orthogonal decomposition H = R & R*, h(x ® y) = x, i.e., h acts
as the orthoprojection on its range R. This justifies the abusive notational
identification between h and its range.

Every symmetry o is induced by an orthogonal decomposition H = R® S :
with the abuse of notations just introduced, let R := (I4+0)/2, S := (I1—-0)/2,
so that o(x @ y) = x — y. Conversely, a projection R induces the symmetry
2R — L

C.6 Partial Isometries

A partial isometry is any u such that uu* is a projection ; partial isometries
must be handled with care, since they need not be normal. Since uu* is normal,
a spectral characterisation is sp(uu*) C {0, 1}, which yields*

sp(u*u) C sp(uu®) U {0} C {0,1} : hence u*u is also a projection.

A partial isometry establishes an isomorphism between the spaces (i.e.,
projections) u*u and uu*. But one can hardly compose them : if u,v are
partial isometries, then uv is a partial isometry exactly when the projections
vw* and u*u commute.

A partial symmetry is a hermitian partial isometry. Partial symmetries
are those normal operators o such that sp(o) C {—1,0,1}, i.e., belong to
Her¢_10,413(H) ; in other terms, among the normal operators, those enjoying
0% = 0. Then o2 is a projection R, and o restricted to R is a symmetry. Any
partial symmetry o can be uniquely written as the difference of two projections
ot —o,withot -0~ =0.

C.7 Blocks and Matrices

We explain our conventions about matrices.

Blocks : In case of a (Hilbert) direct sum decomposition H = @] H;, we
can write any operator f on H, bounded or unbounded, as the sum
Eij HifH;. What one can write, for instance, when n =2 as

32See [17], proposition 3.2.8.
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f_ HifH, HifHo

 \HaofHy HafHo
hi, = Zj fijgjr. However, they are not the real thing, we did hardly
more than provide a useful, readable, notation.

). Such blocks compose in the usual way, i.e.,

Matrices : They correspond to an isomorphism B(H) ~ B(K) ® M, (C). In

for fao
coefficients belong to B(K), not to B(H). This is the real thing.

other terms, in {fu f12} (observe the different style of brackets), all

The two notions can be related in a particular case, namely when we are given
partial isometries a;j, such that o;; = H;, o = 5", quir = uja,. Then f can
be represented by the actual matrix (with coefficients in B(H)), f;; = aqifa,

aqifon OénfOém}

e.g., whenn =2, f=
& {0412160411 aafag;

C.8 Inclusion of Ranges

What follows is basically folklore, a variation on the polar decomposition of
operators, see [18], p. 401.

Definition 18 (Domain)
Let u € B(H) ; we define dom(u) := (ker(u))*, and clrg(u) as dom(u*), so that
the two notions coincide in the hermitian case.

clrg(u) is the closure of rg(u), i.e., rg(u)t+.

Proposition 19
Assume that 0 < f < h ; then rg(vf) C rg(vh) ; indeed v = vh - for an
appropriate @ of norm at most 1.

Proof : Using (f(z) | ) = ||Vf(z)||?, etc., we easily obtain ||[vf(2)|| < [[vh(z)].
Therefore we can define the linear map v from rg(v/h) to rg(v/), by ¥(vVh(z)) :=
VE(z). Tt is immediate that :

(i) v is well-defined ;
(i) W)l < lyll-
In two steps, we can :
(i) First extend v by norm-continuity to the closed subspace dom(v/h)

(11) Next extend it to the full H by making it null on the orthocomplement

ker(vh) (= ker(h)) of dom(vh) (= dom(h)).
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If this extension is called ¢*, it is plain that ||¢*|| < 1 and Vf = ¢* - vh. From
this, vVf = vh - p and we are done. O

Remark 17

More generally, if uu* < h, there exists a ¢ of norm at most 1 such that
u=+/h-7. This ¥ is made unique by the requirement rg(y)) C dom(h). By
the way, if u = v/h - 0 ; then ¢ = dom(h) - 6.

NON SI NON LA
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